观察性研究中的logistic回归分析思路
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【摘要】 Logistic回归是流行病学研究中常用的方法,然而在实际分析时往往只考虑数据,而不考虑设计,容易导致一些误导性结果和结论。本文主要结合观察性研究的设计目的,探讨 logistic回归分析中的具体思路,为 logistic回归的实际应用提供借鉴。
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【Abstracts】 Logistic regression has been recognized as a commonly used method in epidemiological studies. However, in practice, many people only consider ‘data’ rather than ‘study design’ as important issue when working on the analysis, which may easily lead to some misleading results and conclusions. Based on the purpose of observational research during the design of the study, this paper discusses the specific ideas in logistic regression analysis, and provides references for the practical application when logistic regression method is used.
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观察性研究在研究设计中占有非常重要的地位,实际应用中比较常见的是病例对照研究和队列研究。尽管其应用广泛,但在数据分析中却存在不少问题。在分析时往往只考虑数据本身,而未能结合研究类型,从而导致结果的偏倚。甚至在已发表的文章中,也存在一些不严谨用语。本文从观察性研究的类型出发,基于不同研究类型的研究目的,以 logistic回归分析为例,探讨观察性研究的不同分析思路,希望为医学科研工作者提供一定的参考和借鉴。

1. logistic回归:假定有 m 个自变量 x 1, x 2, ..., x m , logistic 回归模型的基本形式可表达为:

\[
\log \left( \frac{p}{1-p} \right) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_k x_k
\]

只从数据本身考虑的话, logistic 回归模型都是包括一个分类因变量及若干自变量(可以是分类变量,也可以是连续变量),反映了 m 个自变量对因变量的线性影响。无论对于病例对照研究还是队列研究,这种形式都是不变的。

部分研究在数据分析时,忽略了前期的设计思路,只是简单地把因变量和所有自变量纳入统计软件中相应位置,点击运行直接给出结果。从数据上来看,病例对照研究和队列研究的数据形式完全一样,软件操作过程也并无不同,都是指定因变量和自变量,然后给出参数估计值及统计检验结果。统计软件无法判断研究者采用的是病例对照研究还是队列研究,也并不清楚作者的主要研究目的是什么,只是对指定的变量进行参数估计。而统计分析的思路需要根据研究目的和研究类型而定,对于病例对照研究或队列研究而言,它的分析思路显然不同。一味依靠统计软件,不仅容易出现一些错误分析思路,也会导致错误的分析结果。

2. 病例对照研究中的 logistic 回归:从数据分析
的角度来看，病例对照研究大致有两大类目的：一是探索危险因素，二是验证危险因素。

(1)以探索危险因素为目的的分析思路：危险因素的探索常用于临床研究中，通常用于研究初期，此时研究者并不清楚哪些因素可能会影响结局的发生，因此先进行初步探索。根据专业知识和经验收集一些可能的指标，然后从中寻找可能对结局影响较大的因素。例如，探索儿童打鼾的危险因素，研究者并无太多的前期基础，只是为了发现可能与儿童打鼾有关的因素，这种情况下会根据文献报道、专业经验等收集一些可能有关的指标，并从中找出与儿童打鼾有关的部分指标。

危险因素探索的文中，最常见是的表达错误是“校正其他混杂因素”后，发现共有 k 个变量对结局有影响。混杂因素是相对主要研究因素而言，而危险因素探索的研究中，并无明确的主要研究因素，所有变量都是待研究的因素，目的是从这些变量中找出哪些有影响。这类研究中，“校正其他混杂因素”是一种不严谨的表达方式。

对于这种分析思路，需要有一定的分析经验和技巧。实际分析中，需要考虑的几个问题：

①线性问题：由于 logistic 回归本质上仍属于“线性模型”，因此一定要确认自变量与因变量(logit P)之间是否线性关系，如果不是，需要考虑进行相应的变换，否则可能会产生错误结果。

例 1：某研究分析老年人高血压(二分类变量，是或否)的危险因素，研究因素包括 gender, age, ox-LDL, Adiponectin, ox-LDL IgG 和 ox-LDL IgM 共 6 个指标。其中 gender 为二分类变量，其余变量均为连续变量。如果把 6 个自变量直接纳入统计软件分析，所得结果见表 1。

<table>
<thead>
<tr>
<th>指标</th>
<th>参数估计值</th>
<th>标准误</th>
<th>t 值</th>
<th>P 值</th>
</tr>
</thead>
<tbody>
<tr>
<td>sex</td>
<td>-0.513</td>
<td>0.555</td>
<td>-0.93</td>
<td>0.358</td>
</tr>
<tr>
<td>age</td>
<td>0.010</td>
<td>0.038</td>
<td>0.25</td>
<td>0.802</td>
</tr>
<tr>
<td>ox-LDL</td>
<td>0.001</td>
<td>0.012</td>
<td>0.10</td>
<td>0.922</td>
</tr>
<tr>
<td>ox-LDL IgM</td>
<td>0.043</td>
<td>0.033</td>
<td>1.31</td>
<td>0.195</td>
</tr>
<tr>
<td>Adiponectin</td>
<td>-0.008</td>
<td>0.026</td>
<td>-0.32</td>
<td>0.749</td>
</tr>
<tr>
<td>ox-LDL IgM</td>
<td>-0.745</td>
<td>0.471</td>
<td>-1.58</td>
<td>0.118</td>
</tr>
</tbody>
</table>

可以发现，6 个变量均差异无统计学意义。然而对数据重新分析后发现，并不是这些变量对结局均无影响，只是未能发现它们之间的直接关系而已。经仔细观察，发现 age 和 ox-LDL IgM 对结局的影响是有统计学意义的，但不是线性影响，而是二次项关系(表 2)。

<table>
<thead>
<tr>
<th>参数</th>
<th>参数估计值</th>
<th>标准误</th>
<th>Wald χ² 值</th>
<th>P 值</th>
</tr>
</thead>
<tbody>
<tr>
<td>age</td>
<td>2.157</td>
<td>0.608</td>
<td>12.58</td>
<td>0.000</td>
</tr>
<tr>
<td>age*age</td>
<td>-0.020</td>
<td>0.006</td>
<td>12.57</td>
<td>0.000</td>
</tr>
<tr>
<td>ox-LDL IgM</td>
<td>0.463</td>
<td>0.183</td>
<td>6.42</td>
<td>0.011</td>
</tr>
<tr>
<td>ox-LDL IgM*ox-LDL IgM</td>
<td>-0.007</td>
<td>0.003</td>
<td>5.84</td>
<td>0.016</td>
</tr>
</tbody>
</table>

②共线性问题：共线性即自变量之间存在高度相关，从而导致结果不可靠。共线性是大多数回归模型都需要考虑的一个问题，一旦发现该问题，需要采取不同措施来解决。常见的解决方案包括删除某一自变量，主成分分析，lasso 回归等。

例 2：某研究分析乳腺增生的危险因素，自变量同时包括妊娠次数(三分类变量，用 1, 2, 3 表示相应次数)和流产次数(三分类变量，用 0, 1, 2 表示相应次数)。在单因素分析中妊娠次数差异有统计学意义(2 vs. 1, P = 0.026; 3 vs. 1, P = 0.035)，然而多因素分析中则差异无统计学意义(P 值分别为 0.635, 0.594)。分析原因发现，主要是由于妊娠次数和流产次数有较强的共线性，两者相关系数高达 0.55，从而导致妊娠次数变得无统计学意义。解决方案采用了删除法，删除妊娠次数变量，保留了流产次数变量。

③单因素和多因素的问题：目前危险因素筛选的一种分析思路：先进行单因素分析，将单因素分析中差异有统计学意义(P<0.05)的变量再纳入多因素分析，选出最终有统计学意义的变量作为危险因素。然而这一思路并非十分可靠，有些情况下可能还会出现单因素分析无统计学意义而多因素分析有统计学意义的情况，此时就容易漏掉某些重要的因素。

<table>
<thead>
<tr>
<th>x1</th>
<th>x2</th>
<th>非胃癌</th>
<th>胃癌</th>
</tr>
</thead>
<tbody>
<tr>
<td>阳性</td>
<td>阳性</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>阴性</td>
<td>14</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

可例 3：某研究分析两个血清学指标(分别用阳性与阴性表示)对胃癌的影响，数据结果见表 3。

该数据采用单因素分析的话，可以发现 x1 差异无统计学意义(P = 0.114)，而在多因素分析中却变得有统计学意义(P = 0.018)。如果只将单因素分析中统计学意义的变量纳入多因素分析的话，就会漏掉 x1 变量。为什么会出现这种情况，主要是因为 x1 和 x2 之间存在负相关，而 x1, x2 与结局之间均为正相关。因此，数据分析过程中，不要盲目套用所谓的“分析套路”，而应结合实际情况具体问题具体分析。
总之，在筛选危险因素时，建议不要仅将单因素分析有统计学意义的变量纳入多因素分析，一定要厘清变量之间的关系，否则容易遗漏重要的变量或纳入无意义的变量。

（2）以验证危险因素为目的的分析思路：验证危险因素，说明研究者在研究开始时已经有明确的主要研究因素，主要目的是为了验证该因素是不是真正的危险因素。基于这种目的，研究者在设计时会突出主要因素，但同时也会收集其他可能的混杂因素。例如，探索肺癌与吸烟的关系，吸烟是主要研究因素，因此问卷调查中会详细设置各种与吸烟有关的问题。考虑到其他因素可能也会影响肺癌发生，因此调查时也会加入其他有关因素的调查。但这些因素不是研究者关心的，只是为了校正这些因素，以便真正明确吸烟与肺癌的关系。

因此，对于这种研究目的的关键问题是，如何控制混杂因素，以便真正明确主要研究因素与结局的关系。混杂因素在流行病学中已有详细定义，不再赘述。从数据分析的角度来看，要判断一个因素是否为混杂因素，可以从两个方面来考虑：第一，分析该因素是否对结局有较大影响，通常可采用χ²检验或单因素 logistic 回归来实现；第二，分析该因素在主要研究因素中的分布情况，通常采用χ²检验来实现。

例 4：某研究分析性别与幽门螺杆菌（Hp）的关系，现在考虑吸烟是否为影响二者关系的混杂因素。具体数据见表 4。

<table>
<thead>
<tr>
<th>性别</th>
<th>吸烟状况</th>
<th>Hp 阳性</th>
<th>Hp 阴性</th>
</tr>
</thead>
<tbody>
<tr>
<td>男</td>
<td>是</td>
<td>146</td>
<td>343</td>
</tr>
<tr>
<td></td>
<td>否</td>
<td>64</td>
<td>258</td>
</tr>
<tr>
<td>女</td>
<td>是</td>
<td>18</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>否</td>
<td>110</td>
<td>530</td>
</tr>
</tbody>
</table>

首先分析吸烟对结局的影响，采用χ²检验或单因素 logistic 回归不难发现，吸烟人群与不吸烟人群相比，Hp 阳性的风险更高（OR = 1.84, 95% CI: 1.44 ~ 2.35）。其次分析吸烟在性别中的分布，χ²检验结果显示，男性和女性中吸烟的比例差异有统计学意义（χ²=3.96, P<0.001），男性的吸烟比例远高于女性。

由此看出，以性别作为主要分析变量，在分析性别与 Hp 感染时，吸烟可能是影响二者关系的混杂因素，必须加以校正。校正前结果显示，性别对 Hp 的影响有统计学意义，男性有更高的 Hp 阳性风险（OR = 1.62, 95% CI: 1.26 ~ 2.07）；校正后发现，性别对 Hp 的影响无统计学意义（OR = 1.26, 95% CI: 0.94 ~ 1.68）。

因此，对于以验证危险因素为目的的 logistic 回归分析，分析思路主要是明确哪些因素可能是混杂因素，并加以校正，以发现主要研究因素与结局的真实关系。建议尽量避免的两种思路：① 把所有变量都进行校正。除非样本量足够大，否则这种方式不可取。因为纳入的自变量越多，所消耗的自由度越大，用于估计主要研究因素的样本量相对越小，结果的精确度就越低。② 采用逐步回归筛选变量。作为主要研究变量，一定要保留在模型中，同时要纳入混杂因素。逐步回归筛选适用于探索危险因素，不适用于验证危险因素。

3. 队列研究中的 logistic 回归：队列研究绝大多数都是为了验证某一危险因素，这是由研究性质决定的。因为队列研究一开始就需要指定暴露和非暴露，也就相当于确定了主要研究因素。因此，从数据分析角度来讲，队列研究主要是为了排除混杂因素，与前文介绍的思路并无不同。但队列研究在时间顺序上可以证明研究因素发生在前，结局发生在后，因此其验证能力更强。

由于队列研究有明确的时间先后顺序，此时在说明主要研究因素与结局的关联强度时，可采用 RR (risk ratio) 而非 OR (odds ratio)。队列研究中，当结局发生率很低 (<10%)，OR 是 RR 的一个很好的替代指标，此时用 logistic 回归可直接求得 OR 值，用来说明暴露的危险度。但如果结局发生率不是很低，OR 与 RR 差别较大，此时用 OR 来说明危险度可能会有一定的偏差。

例 5：某研究分析 Hp 感染与胃黏膜病变进展的关系，观察数据见表 5。

<table>
<thead>
<tr>
<th>Hp 感染状况</th>
<th>病变进展</th>
<th>病变未进展</th>
</tr>
</thead>
<tbody>
<tr>
<td>阳性</td>
<td>29</td>
<td>25</td>
</tr>
<tr>
<td>阴性</td>
<td>34</td>
<td>12</td>
</tr>
</tbody>
</table>

本研究如果计算 OR 值，则 OR = 2.44 (95% CI: 1.05 ~ 5.70)，如果计算 RR 值，则 RR = 1.77 (95% CI: 1.01 ~ 3.12)。由于病变进展的发生率较高，两个指标差别较大。

队列研究中 RR 值的计算通常可采用对数二项分布回归 (log-binomial regression)。通常需要借助软件实现，如 SAS 的 proc genmod 过程。

4. 小结：本文介绍了案例对照研究和队列研究中 logistic 回归分析的不同思路，以及常见的一些应
用错误。然而本文的思路并不受限于 logistic 回归分析，完全可以推广到其他广义线性模型。例如，队列研究的观察结局如果是计数资料，则可考虑 Poisson 回归或负二项回归，此时仍需考虑混杂因素的校正问题。因此，本文思路对各种常见的回归模型均有一定借鉴意义，至于模型的选择主要取决于研究结论类型及其分布。

在各种常见的回归分析中，一定要分清研究类型及其目的，到底是探索危险因素还是验证危险因素。危险因素的筛选过程较为复杂，需要考虑较多问题，包括变量筛选方式等；验证危险因素相对较为简单，不需要考虑变量筛选，但要明确混杂因素并加以校正。一定要避免“把数据完全交给软件”这种分析方式，软件主要用来解决计算问题，分析思路必须由研究者来确定。统计分析不是简单的参数估计，而应结合研究类型，明确研究思路，才能给出合理的结果。
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| OR | 比值比 |
| RR | 相对危险度 |
| CI | 可信区间 |
| P. | 第 n 百分位数 |
| AIDS | 艾滋病 |
| HIV | 艾滋病病毒 |
| MSM | 男男性行为者 |
| STD | 性传播疾病 |
| DNA | 脱氧核糖核酸 |
| RNA | 核糖核酸 |
| PCR | 聚合酶链式反应 |
| RT-PCR | 反转录聚合酶链式反应 |
| CI 值 | 每个反应管内荧光信号达到设定的阈值时所经历的循环数 |
| PAGE | 聚丙烯酰胺凝胶电泳 |
| PFGE | 突变亲指凝胶电泳 |
| ELISA | 酶联免疫吸附试验 |
| A 值 | 吸光度值 |
| GMT | 几何平均滴度 |
| HBV | 乙型肝炎病毒 |
| HCV | 丙型肝炎病毒 |
| HEV | 戊型肝炎病毒 |
| HBeAg | 乙型肝炎核心抗原 |
| HBsAg | 乙型肝炎表面抗原 |
| 抗-HBs | 乙型肝炎表面抗体 |
| 抗-HBe | 乙型肝炎核心抗体 |
| ALT | 丙氨酸氨基转移酶 |
| AST | 天冬氨酸氨基转移酶 |
| HPV | 人乳头瘤病毒 |
| DBP | 舒张压 |
| SPP | 收缩压 |
| BMI | 体质指数 |
| MS | 代谢综合征 |
| FPG | 空腹血糖 |
| HDL-C | 高密度脂蛋白胆固醇 |
| LDL-C | 低密度脂蛋白胆固醇 |
| TC | 总胆固醇 |
| TG | 甘油三酯 |
| COPD | 慢性阻塞性肺疾病 |
| CDC | 疾病预防控制中心 |
| WHO | 世界卫生组织 |